Chapter 1

Introduction

This chapter highlights some of the most important concepts developed in the book. First, we discuss several common misconceptions regarding the spike generation mechanism of neurons. Our goal is to motivate the reader to think of a neuron not only in terms of ions and channels, as many biologists do, and not only in terms of an input/output relationship, as many theoreticians do, but also as a nonlinear dynamical system that looks at the input through the prism of its own intrinsic dynamics. We ask such questions as “What makes a neuron fire?” or “Where is the threshold?”, and then outline the answers, using the geometrical theory of dynamical systems.

From a dynamical systems point of view, neurons are excitable because they are near a transition, called bifurcation, from resting to sustained spiking activity. While there is a huge number of possible ionic mechanisms of excitability and spike generation, there are only four bifurcation mechanisms that can result in such a transition. Considering the geometry of phase portraits at these bifurcations, we can understand many computational properties of neurons, such as the nature of threshold and all-or-none spiking, the coexistence of resting and spiking states, the origin of spike latencies, postinhibitory spikes, and the mechanism of integration and resonance. Moreover, we can understand how these properties are interrelated, why some are equivalent, and why some are mutually exclusive.

1.1 Neurons

If somebody were to put a gun to the head of the author of this book and ask him to name the single most important concept in brain science, he would say it is the concept of a neuron. There are only $10^{11}$ or so neurons in the human brain, much fewer than the number of non-neural cells such as glia. Yet neurons are unique in the sense that only they can transmit electrical signals over long distances. From the neuronal level we can go down to cell biophysics and to the molecular biology of gene regulation. From the neuronal level we can go up to neuronal circuits, to cortical structures, to the whole brain, and finally to the behavior of the organism. So let us see how much we understand of what is going on at the level of individual neurons.
1.1.1 What Is a Spike?

A typical neuron receives inputs from more than 10,000 other neurons through the contacts on its dendritic tree called synapses; see Fig. 1.1. The inputs produce electrical transmembrane currents that change the membrane potential of the neuron. Synaptic currents produce changes, called postsynaptic potentials (PSPs). Small currents produce small PSPs; larger currents produce significant PSPs that can be amplified by the voltage-sensitive channels embedded in the neuronal membrane and lead to the generation of an action potential or spike – an abrupt and transient change of membrane voltage that propagates to other neurons via a long protrusion called an axon.

Such spikes are the main means of communication between neurons. In general, neurons do not fire on their own; they fire as a result of incoming spikes from other neurons. One of the most fundamental questions of neuroscience is What, exactly, makes neurons fire? What is it in the incoming pulses that elicits a response in one neuron but not in another? Why can two neurons have different responses to exactly the same input and identical responses to completely different inputs? To answer these questions, we need to understand the dynamics of spike generation mechanisms of neurons.

Most introductory neuroscience books describe neurons as integrators with a threshold: neurons sum incoming PSPs and “compare” the integrated PSP with a certain voltage value, called the firing threshold. If it is below the threshold, the neuron remains quiescent; when it is above the threshold, the neuron fires an all-or-none spike, as in Fig. 1.3, and resets its membrane potential. To add theoretical plausibility to this argument, the books refer to the Hodgkin-Huxley model of spike generation in squid.
giant axons, which we study in chapter 2. The irony is that the Hodgkin-Huxley model does not have a well-defined threshold; it does not fire all-or-none spikes; and it is not an integrator, but a resonator (i.e., it prefers inputs having certain frequencies that resonate with the frequency of subthreshold oscillations of the neuron). We consider these and other properties in detail in this book.

1.1.2 Where Is the Threshold?

Much effort has been spent trying to experimentally determine the firing thresholds of neurons. Here, we challenge the classical view of a threshold. Let us consider two typical experiments, depicted in Fig.1.4, that are designed to measure the threshold. In Fig.1.4a, we shock a cortical neuron (i.e., we inject brief but strong pulses of current of various amplitudes to depolarize the membrane potential to various values). Is there a clear-cut voltage value, as in Fig.1.3, above which the neuron fires but below which no spikes occur? If you find one, let the author know! In Fig.1.4b we inject long but weak pulses of current of various amplitudes, which results in slow depolarization and a spike. The firing threshold, if it exists, must be somewhere in the shaded region, but where? Where does the slow depolarization end and the spike start? Is it meaningful to talk about firing thresholds at all?
Figure 1.4: Where is the firing threshold? Shown are in vitro recordings of two layer 5 rat pyramidal neurons. Notice the differences of voltage and time scales.

Figure 1.5: Where is the rheobase (i.e., the minimal current that fires the cell)? (a) in vitro recordings of the pyramidal neuron of layer 2/3 of a rat’s visual cortex show increasing latencies as the amplitude of the injected current decreases. (b) Simulation of the $I_{Na,p} + I_{K}$– model (pronounced: persistent sodium plus potassium model) shows spikes of graded amplitude.

Perhaps, we should measure current thresholds instead of voltage thresholds. The current threshold (i.e., the minimal amplitude of injected current of infinite duration needed to fire a neuron) is called the **rheobase**. In Fig.1.5 we decrease the amplitudes of injected pulses of current to find the minimal one that still elicits a spike or the maximal one that does not. In Fig.1.5a, progressively weaker pulses result in longer latencies to the first spike. Eventually the neuron does not fire because the latency is longer than the duration of the pulse, which is 1 second in the figure. Did we really measure the neuronal rheobase? What if we waited a bit longer? How long is long enough? In Fig.1.5b the latencies do not grow, but the spike amplitudes decrease until the spikes do not look like spikes at all. To determine the current threshold, we need to draw the line and separate spike responses from “subthreshold” ones. How can we do that if the spikes are not all-or-none? Is the response denoted by the dashed line a spike?

Risking adding more confusion to the notion of a threshold, consider the following. If excitatory inputs depolarize the membrane potential (i.e., bring it closer to
the “firing threshold”), and inhibitory inputs hyperpolarize the potential and move it away from the threshold, then how can the neuron in Fig.1.6 fire in response to the inhibitory input? This phenomenon, also observed in the Hodgkin-Huxley model, is called anodal break excitation, rebound spike, or postinhibitory spike. Many biologists say that rebound responses are due to the activation and inactivation of certain slow currents, which bring the membrane potential over the threshold or, equivalently, lower the threshold upon release from the hyperpolarization – a phenomenon called a low-threshold spike in thalamocortical neurons. The problem with this explanation is that neither the Hodgkin-Huxley model nor the neuron in Fig.1.6 has these currents, and even if they did, the hyperpolarization is too short and too weak to affect the currents.

Another interesting phenomenon is depicted in Fig.1.7. The neuron is stimulated with brief pulses of current mimicking an incoming burst of three spikes. When the stimulation frequency is high (5 ms period), presumably reflecting a strong input, the neuron does not fire at all. However, stimulation with a lower frequency (10 ms period) that resonates with the frequency of subthreshold oscillation of the neuron evokes a spike response, regardless of whether the stimulation is excitatory or inhibitory. Stimulation with even lower frequency (15 ms period) cannot elicit spike response again. Thus, the neuron is sensitive only to the inputs having resonant frequency. The same pulses applied to a cortical pyramidal neuron evoke a response only in the first case (small period), but not in the other cases.
1.1.3 Why Are Neurons Different, and Why Do We Care?

Why would two neurons respond completely differently to the same input? A biologist would say that the response of a neuron depends on many factors, such as the type of voltage- and Ca\(^{2+}\)-gated channels expressed by the neuron, the morphology of its dendritic tree, the location of the input, and other factors. These factors are indeed important, but they do not determine the neuronal response per se. Rather they determine the rules that govern dynamics of the neuron. Different conductances and currents can result in the same rules, and hence in the same responses; conversely, similar currents can result in different rules and in different responses. The currents define what kind of dynamical system the neuron is.

We study ionic transmembrane currents in chapter 2. In subsequent chapters we investigate how the types of currents determine neuronal dynamics. We divide all currents into two major classes: amplifying and resonant, with the persistent Na\(^{+}\) current \(I_{\text{Na,p}}\) and the persistent K\(^{+}\) current \(I_{\text{K}}\) being the typical examples of the former and the latter, respectively. Since there are tens of known currents, purely combinatorial argument implies that there are millions of different electrophysiological mechanisms of spike generation. We will show later that any such mechanism must have at least one amplifying and one resonant current. Some mechanisms, called minimal in this book, have one resonant and one amplifying current. They provide an invaluable tool in classifying and understanding the electrophysiology of spike generation.

Many illustrations in this book are based on simulations of the reduced \(I_{\text{Na,p}} + I_{\text{K}}\)-model (pronounced \textit{persistent sodium plus potassium model}), which consists of a fast persistent Na\(^{+}\) (amplifying) current and a slower persistent K\(^{+}\) (resonant) current. It is equivalent to the famous and widely used Morris-Lecar \(I_{\text{Ca}}+I_{\text{K}}\)-model (Morris and Lecar 1981). We show that the model exhibits quite different dynamics, depending on the values of the parameters, e.g., the half-activation voltage of the K\(^{+}\) current: in one case, it can fire in a narrow frequency range, it can exhibit coexistence of resting and spiking states, and it has damped subthreshold oscillations of membrane potential. In another case, it can fire in a wide frequency range and show no coexistence of resting and spiking and no subthreshold oscillations. Thus, seemingly inessential differences in parameter values could result in drastically distinct behaviors.

1.1.4 Building Models

To build a good model of a neuron, electrophysiologists apply different pharmacological blockers to tease out the currents that the neuron has. Then they apply different stimulation protocols to measure the kinetic parameters of the currents, such as the Boltzmann activation function, time constants, and maximal conductances. We consider all these functions in chapter 2. Next, they create a Hodgkin-Huxley-type model and simulate it using the NEURON, GENESIS, or XPP environment or MATLAB (the first two are invaluable tools for simulating realistic dendritic structures).

The problem is that the parameters are measured in different neurons and then put together into a single model. As an illustration, consider two neurons having the same
currents, say $I_{Na,p}$ and $I_K$, and exhibiting excitable behavior; that is, both neurons are quiescent but can fire a spike in response to a stimulation. Suppose the second neuron has stronger $I_{Na,p}$, which is balanced by stronger $I_K$. If we measure Na$^+$ conductance using the first neuron and K$^+$ conductance using the second neuron, the resulting $I_{Na,p} + I_K$-model will have an excess of K$^+$ current and probably will not be able to fire spikes at all. Conversely, if we measure Na$^+$ and K$^+$ conductances using the second neuron and then the first neuron, respectively, the model would have too much Na$^+$ current and probably would exhibit sustained pacemaking activity. In any case, the model fails to reproduce the excitable behavior of the neurons whose parameters we measured.

Some of the parameters cannot be measured at all, so many arbitrary choices are made via a process called “fine-tuning”. Navigating in the dark, possibly with the help of some biological intuition, the researcher modifies parameters, compares simulations with experiment, and repeats this trial-and-error procedure until he or she is satisfied with the results. Since seemingly similar values of parameters can result in drastically different behaviors, and quite different parameters can result in seemingly similar behaviors, how do we know that the resulting model is correct? How do we know that its behavior is equivalent to that of the neuron we want to study? And what is equivalent in this case? Now, you are primed to consider dynamical systems. If not, see Fig.1.8.


1.2 Dynamical Systems

In chapter 2 we introduce the Hodgkin-Huxley formalism to describe neuronal dynamics in terms of activation and inactivation of voltage-gated conductances. An important result of the Hodgkin-Huxley studies is that neurons are dynamical systems, so they should be studied as such. Below we mention some of the important concepts of dynamical systems theory. The reader does not have to follow all the details of this section because the concepts are explained in greater detail in subsequent chapters.

A dynamical system consists of a set of variables that describe its state and a law that describes the evolution of the state variables with time (i.e., how the state of the system in the next moment of time depends on the input and its state in the previous moment of time). The Hodgkin-Huxley model is a four-dimensional dynamical system because its state is uniquely determined by the membrane potential, $V$, and so-called gating variables $n$, $m$, and $h$ for persistent $K^+$ and transient $Na^+$ currents. The evolution law is given by a four-dimensional system of ordinary differential equations.

Typically, all variables describing neuronal dynamics can be classified into four classes, according to their function and the time scale.

1. **Membrane potential**.
2. **Excitation variables**, such as activation of a $Na^+$ current. These variables are responsible for the upstroke of the spike.
3. **Recovery variables**, such as inactivation of a $Na^+$ current and activation of a fast $K^+$ current. These variables are responsible for the repolarization (downstroke) of the spike.
4. **Adaptation variables**, such as activation of slow voltage- or $Ca^{2+}$-dependent currents. These variables build up during prolonged spiking and can affect excitability in the long run.

The Hodgkin-Huxley model does not have variables of the fourth type, but many neuronal models do, especially those exhibiting bursting dynamics.

1.2.1 Phase Portraits

The power of the dynamical systems approach to neuroscience, as well as to many other sciences, is that we can tell something, or many things, about a system without knowing all the details that govern the system evolution. We do not even use equations to do that! Some may even wonder why we call it a mathematical theory.

As a start, let us consider a quiescent neuron whose membrane potential is resting. From the dynamical systems point of view, there are no changes of the state variables of such a neuron; hence it is at an equilibrium point. All the inward currents that depolarize the neuron are balanced, or equilibrated, by the outward currents that hyperpolarize it. If the neuron remains quiescent despite small disturbances and membrane noise, as in Fig.1.9a (top), then we conclude that the equilibrium is stable. Isn’t
Figure 1.9: Resting, excitable, and periodic spiking activity correspond to a stable equilibrium (a and b) or limit cycle (c), respectively.

it amazing that we can reach such a conclusion without knowing the equations that describe the neuron’s dynamics? We do not even know the number of variables needed to describe the neuron; it could be infinite, for all we care.

In this book we introduce the notions of equilibria, stability, threshold, and attraction domains using one- and two-dimensional dynamical systems, e.g., the $I_{Na,p}+I_{K}$ model with instantaneous Na$^+$ kinetics. The state of this model is described by the membrane potential, $V$, and the activation variable, $n$, of the persistent K$^+$ current, so it is a two-dimensional vector $(V,n)$. Instantaneous activation of the Na$^+$ current is a function of $V$, so it does not result in a separate variable of the model. The evolution of the model is a trajectory $(V(t), n(t))$ on the $V \times n$–plane. Depending on the initial point, the system can have many trajectories, such as those depicted in Fig.1.9a (bottom). Time is not explicitly present in the figure, but units of time may be thought of as plotted along each trajectory. All of the trajectories in the figure are attracted to the stable equilibrium denoted by the black dot, called an attractor. The overall qualitative description of dynamics can be obtained through the study of the phase portrait of the system, which depicts certain special trajectories (equilibria, separatrices, limit cycles) that determine the topological behavior of all the other trajectories in the phase space. Probably 50 percent of illustrations in this book are phase portraits.

A fundamental property of neurons is excitability, illustrated in Fig.1.9b. The neuron is resting, i.e., its phase portrait has a stable equilibrium. Small perturbations, such as A, result in small excursions from the equilibrium, denoted as PSP (postsynaptic potential). Larger perturbations, such as B, are amplified by the neuron’s intrinsic dynamics and result in the spike response. To understand the dynamic mechanism of such amplification, we need to consider the geometry of the phase portrait near the resting equilibrium, i.e., in the region where the decision to fire or not to fire is made.
Figure 1.10: Rhythmic transitions between resting and spiking modes result in bursting behavior.

Figure 1.11: As the magnitude of the injected current slowly increases, the neurons bifurcate from resting (equilibrium) mode to tonic spiking (limit cycle) mode.

If we inject a sufficiently strong current into the neuron, we bring it to a pacemaking mode, so that it exhibits periodic spiking activity, as in Fig.1.9c. From the dynamical systems point of view, the state of such a neuron has a stable limit cycle, also known as a stable periodic orbit. The electrophysiological details of the neuron (i.e., the number and the type of currents it has, their kinetics, etc.) determine only the location, the shape, and the period of the limit cycle. As long as the limit cycle exists, the neuron can have periodic spiking activity. Of course, equilibria and limit cycles can coexist, so a neuron can be switched from one mode to another by a transient input. The famous example is the permanent extinguishing of ongoing spiking activity in the squid giant axon by a brief transient depolarizing pulse of current applied at a proper phase (Guttman et al. 1980) – a phenomenon predicted by John Rinzel (1978) purely on the basis of theoretical analysis of the Hodgkin-Huxley model. The transition between resting and spiking modes could be triggered by intrinsic slow conductances, resulting in the bursting behavior in Fig.1.10.
1.2.2 Bifurcations

Now suppose that the magnitude of the injected current is a parameter that we can control, e.g., we can ramp it up, as in Fig.1.11. Each cell in the figure is quiescent at the beginning of the ramps, so its phase portrait has a stable equilibrium and it may look like the one in Fig.1.9a or Fig.1.9b. Then it starts to fire tonic spikes, so its phase portrait has a limit cycle attractor and it may look like the one in Fig.1.9c, with a white circle denoting an unstable resting equilibrium. Apparently there is some intermediate level of injected current that corresponds to the transition from resting to sustained spiking, i.e., from the phase portrait in Fig.1.9b to Fig.1.9c. What does the transition look like?

From the dynamical systems point of view, the transition corresponds to a bifurcation of neuron dynamics, i.e., a qualitative change of phase portrait of the system. For example, there is no bifurcation going from the phase portrait in Fig.1.9a to that in Fig.1.9b, since both have one globally stable equilibrium; the difference in behavior is quantitative but not qualitative. In contrast, there is a bifurcation going from Fig.1.9b to Fig.1.9c, since the equilibrium is no longer stable and another attractor, limit cycle, has appeared. The neuron is not excitable in Fig.1.9a but it is in Fig.1.9b, simply because the former phase portrait is far from the bifurcation and the latter is near.

In general, neurons are excitable because they are near bifurcations from resting to spiking activity, so the type of the bifurcation determines the excitable properties of the neuron. Of course, the type depends on the neuron’s electrophysiology. An amazing observation is that there could be millions of different electrophysiological mechanisms of excitability and spiking, but there are only four – yes, four – different types of bifurcations of equilibrium that a system can undergo without any additional constraints, such as symmetry. Thus, considering these four bifurcations in a general setup, we can understand excitable properties of many models, even those that have not been invented yet. What is even more amazing, we can understand excitable properties of neurons whose currents are not measured and whose models are not known, provided we can experimentally identify which of the four bifurcations the resting state of the neuron undergoes.

The four bifurcations are summarized in Fig.1.12, which plots the phase portrait before (left), at (center), and after (right) a particular bifurcation occurs. Mathematicians refer to these bifurcations as being of codimension-1 because we need to vary only one parameter, e.g., the magnitude of the injected DC current $I$, to observe the bifurcations reliably in simulations or experiments. There are many more codimension-2, 3, (etc.), bifurcations, but they need special conditions to be observed. We discuss these in chapter 6.

Let us consider the four bifurcations and their phase portraits in Fig.1.12. The horizontal and vertical axes are the membrane potential with instantaneous activation variable and a recovery variable, respectively. At this stage, the reader is not required to fully understand the intricacies of the phase portraits in the figure, since they will be explained systematically in later chapters.
Figure 1.12: Four generic (codimension-1) bifurcations of an equilibrium state leading to the transition from resting to periodic spiking behavior in neurons.
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- **Saddle-node bifurcation.** As the magnitude of the injected current or any other bifurcation parameter changes, a stable equilibrium corresponding to the resting state (black circle marked “node” in Fig.1.12a) is approached by an unstable equilibrium (white circle marked “saddle”); they coalesce and annihilate each other, as in Fig.1.12a (middle). Since the resting state no longer exists, the trajectory describing the evolution of the system jumps to the limit cycle attractor, indicating that the neuron starts to fire tonic spikes. Notice that the limit cycle, or some other attractor, must coexist with the resting state in order for the transition resting $\rightarrow$ spiking to occur.

- **Saddle-node on invariant circle bifurcation** is similar to the saddle-node bifurcation except that there is an invariant circle at the moment of bifurcation, which then becomes a limit cycle attractor, as in Fig.1.12b.

- **Subcritical Andronov-Hopf bifurcation.** A small unstable limit cycle shrinks to a stable equilibrium and makes it lose stability, as in Fig.1.12c. Because of instabilities, the trajectory diverges from the equilibrium and approaches a large-amplitude spiking limit cycle or some other attractor.

- **Supercritical Andronov-Hopf bifurcation.** The stable equilibrium loses stability and gives birth to a small-amplitude limit cycle attractor, as in Fig.1.12d. As the magnitude of the injected current increases, the amplitude of the limit cycle increases and it becomes a full-size spiking limit cycle.

Notice that there is a coexistence of resting and spiking states in the case of saddle-node and subcritical Andronov-Hopf bifurcations, but not in the other two cases. Such a coexistence reveals itself via a hysteresis behavior when the injected current slowly increases and then decreases past the bifurcation value, because the transitions “resting $\rightarrow$ spiking” and “spiking $\rightarrow$ resting” occur at different values of the current. In addition, brief stimuli applied at the appropriate times can switch the activity from spiking to resting and back. There are also spontaneous noise-induced transitions between the two modes that result in the stuttering spiking that, for instance, is exhibited by the so-called fast spiking (FS) cortical interneurons when they are kept close to the bifurcation (Tateno et al. 2004). Some bistable neurons have a slow adaptation current that activates during the spiking mode and impedes spiking, often resulting in bursting activity.

Systems undergoing Andronov-Hopf bifurcations, whether subcritical or supercritical, exhibit damped oscillations of membrane potential, whereas systems near saddle-node bifurcations, whether on or off an invariant circle, do not. The existence of small amplitude oscillations creates the possibility of resonance to the frequency of the incoming pulses, as in Fig.1.7, and other interesting features.

We refer to neurons with damped subthreshold oscillations as *resonators* and to those that do not have this property as *integrators*. We refer to the neurons that exhibit the coexistence of resting and spiking states, at least near the transition from
The coexistence of resting and spiking states is YES (bistable) and NO (monostable). Subthreshold oscillations are YES (resonator) and NO (integrator). Saddle-node bifurcations are subcritical Andronov-Hopf and supercritical Andronov-Hopf. This classification is shown in Figure 1.13.

Figure 1.14: Frequency-current (F-I) curves of cortical pyramidal neuron and brainstem mesV neuron from Fig.7.3. These are the same neurons used in the ramp experiment in Fig.1.11.

Resting to spiking, as bistable, and to those that do not, monostable. The four bifurcations in Fig.1.12 are uniquely defined by these two features. For example, a bistable resonator is a neuron undergoing subcritical Andronov-Hopf bifurcation, and a monostable integrator is a neuron undergoing saddle-node on invariant circle bifurcation (see Fig.1.13). Cortical fast spiking (FS) and regular spiking (RS) neurons, studied in chapter 8, are typical examples of the former and the latter, respectively.

1.2.3 Hodgkin Classification

Hodgkin (1948) was the first to study bifurcations in neuronal dynamics, years before the mathematical theory of bifurcations was developed. He stimulated squid axons with pulses of various amplitudes and identified three classes of responses:

- **Class 1 neural excitability.** Action potentials can be generated with arbitrarily low frequency, depending on the strength of the applied current.

- **Class 2 neural excitability.** Action potentials are generated in a certain frequency band that is relatively insensitive to changes in the strength of the applied current.
- **Class 3 neural excitability.** A single action potential is generated in response to a pulse of current. Repetitive (tonic) spiking can be generated only for extremely strong injected currents or not at all.

The qualitative distinction between the classes is that the frequency-current relation (the F-I curve in Fig.1.14) starts from zero and continuously increases for Class 1 neurons, is discontinuous for Class 2 neurons, and is not defined at all for Class 3 neurons.

Obviously, neurons belonging to different classes have different neurocomputational properties. Class 1 neurons, which include cortical excitatory pyramidal neurons, can smoothly encode the strength of the input into the output firing frequency, as in Fig.1.11 (left). In contrast, Class 2 neurons, such as fast-spiking (FS) cortical inhibitory interneurons, cannot do that; instead, they fire in a relatively narrow frequency band, as in Fig.1.11 (right). Class 3 neurons cannot exhibit sustained spiking activity, so Hodgkin regarded them as “sick” or “unhealthy”. There are other distinctions between the classes, which we discuss later.

Different classes of excitability occur because neurons have different bifurcations of resting and spiking states – a phenomenon first explained by Rinzel and Ermentrout (1989). If ramps of current are injected to measure the F-I curves, then Class 1 excitability occurs when the neuron undergoes the saddle-node bifurcation on an invariant circle depicted in Fig.1.12b. Indeed, the period of the limit cycle attractor is infinite at the bifurcation point, and then it decreases as the bifurcation parameter – say, the magnitude of the injected current – increases. The other three bifurcations result in Class 2 excitability. Indeed, the limit cycle attractor exists and has a finite period when the resting state in Fig.1.12 undergoes a subcritical Andronov-Hopf bifurcation, so emerging spiking has a nonzero frequency. The period of the small limit cycle attractor appearing via supercritical Andronov-Hopf bifurcation is also finite, so the frequency of oscillations is nonzero, but their amplitudes are small. In contrast to the common and erroneous folklore, the saddle-node bifurcation (off-limit cycle) also results in Class 2 excitability because the limit cycle has a finite period at the bifurcation. There is a considerable latency (delay) to the first spike in this case, but the subsequent spiking has nonzero frequency. Thus, the simple scheme “Class 1 = saddle-node, Class 2 = Hopf” that permeates many publications is unfortunately incorrect.

When pulses of current are used to measure the F-I curve, as in Hodgkin’s experiments, the firing frequency depends on factors besides the type of the bifurcation of the resting state. In particular, low-frequency firing can be observed in systems near Andronov-Hopf bifurcations, as we show in chapter 7. To avoid possible confusion, we define the class of excitability only on the basis of slow ramp experiments.

Hodgkin’s classification has an important historical value, but it is of little use for the dynamic description of a neuron, since naming a class of excitability of a neuron does not tell much about the bifurcations of the resting state. Indeed, it says only that saddle-node on invariant circle bifurcation (Class 1) is different from the other three bifurcations (Class 2), and only when ramps are injected. Dividing neurons into
integrators and resonators with bistable or monostable activity is more informative, so we adopt the classification in Fig.1.13 in this book. In this classification, a Class 1 neuron is a monostable integrator, whereas a Class 2 neuron can be a bistable integrator or a resonator.

1.2.4 Neurocomputational properties

Using the same arrangement as in Fig.1.13, we depict typical geometry of phase portraits near the four bifurcations in Fig.1.15. Let us use the portraits to explain what happens “near the threshold”, i.e., near the place where the decision to fire or not to fire is made. To simplify our geometrical analysis, we assume here that neurons receive shock inputs, i.e., brief but strong pulses of current that do not change the phase portraits, but only push or reset the state of the neuron into various regions of the phase space. We consider these and other cases in detail in chapter 7.

The horizontal axis in each plot in Fig.1.15 corresponds to the membrane potential $V$ with instantaneous $\text{Na}^+$ current, and the vertical axis corresponds to a recovery variable, say activation of $K^+$ current. Black circles denote stable equilibria corresponding to the neuronal resting state. Spiking limit cycle attractors correspond to sustained spiking states, which exist in the two cases depicted in the left half of the figure corresponding to the bistable dynamics. The limit cycles are surrounded by shaded regions – their attraction domains. The white region is the attraction domain of the equilibrium. To initiate spiking, the external input should push the state of the system into the shaded region, and to extinguish spiking, the input should push the state back into the white region.

There are no limit cycles in the two cases depicted in the right half of the figure, so the entire phase space is the attraction domain of the stable equilibrium, and the dynamics are monostable. However, if the trajectory starts in the shaded region, it makes a large-amplitude rotation before returning to the equilibrium – a transient spike. Apparently, to elicit such a spike, the input should push the state of the system into the shaded region.

Now let us contrast the upper and lower halves of the figure, corresponding to integrators and resonators, respectively. We distinguish these two modes of operation on the basis of the existence of subthreshold oscillations near the equilibrium.

First, let us show that inhibition impedes spiking in integrators, but can promote it in resonators. In the integrator, the shaded region is in the depolarized voltage range, i.e., to the right of the equilibrium. Excitatory inputs push the state of the system toward the shaded region, while inhibitory inputs push it away. In resonators, both excitation and inhibition push the state toward the shaded region, because the region wraps around the equilibrium and can be reached along any direction. This explains the rebound spiking phenomenon depicted in Fig.1.6.

Integrators have all-or-none spikes; resonators may not. Indeed, any trajectory starting in the shaded region in the upper half of Fig.1.15 has to rotate around the
white circle at the top that corresponds to an unstable equilibrium. Moreover, the state of the system is quickly attracted to the spiking trajectory and moves along that trajectory, thereby generating a stereotypical spike. A resonator neuron also can fire large amplitude spikes when its state is pushed to or beyond the trajectory denoted “spike”. Such neurons generate subthreshold responses when the state slides along the smaller trajectory denoted PSP; they also can generate spikes of an intermediate amplitude when the state is pushed between the PSP and “spike” trajectories, which explains the partial-amplitude spiking in Fig.1.5b or in the squid axon in Fig.7.26. The set of initial conditions corresponding to such spiking is quite small, so typical spikes have large amplitudes and partial spikes are rare.

*Integrators have well-defined thresholds; resonators may not.* The white circles near the resting states of integrators in Fig.1.15 are called saddles. They are stable along the
vertical direction and unstable along the horizontal direction. The two trajectories that lead to the saddle along the vertical direction are called separatrices because they separate the phase space into two regions—in this case, white and shaded. The separatrices play the role of thresholds since only those perturbations that push the state of the system beyond them result in a spike. The closer the state of the system is to the separatrices, the longer it takes to converge and then diverge from the saddle, resulting in a long \textit{latency to the spike}. Notice that the threshold is not a point, but a tilted curve that spans a range of voltage values.

Resonators have a well-defined threshold in the case of subcritical Andronov-Hopf bifurcation: it is the small unstable limit cycle that separates the attraction domains of stable equilibrium and spiking limit cycle. Trajectories inside the small cycle spiral toward the stable equilibrium, whereas trajectories outside the cycle spiral away from it and eventually lead to sustained spiking activity. When a neuronal model is far from the subcritical Andronov-Hopf bifurcation, its phase portrait may look similar to the one corresponding to the supercritical Andronov-Hopf bifurcation. The narrow shaded band in the figure is not a threshold manifold but a fuzzy threshold set called “quasi-threshold” by FitzHugh (1955). Many resonators, including the Hodgkin-Huxley model, have quasi-thresholds instead of thresholds. The width of the quasi-threshold in the Hodgkin-Huxley model is so narrow that for all practical reasons it may be assumed to be just a curve.

\textit{Integrators integrate, resonators resonate.} Now consider inputs consisting of multiple pulses, e.g., a burst of spikes. Integrators prefer high-frequency inputs; the higher the frequency, the sooner they fire. Indeed, the first spike of such an input, marked “1” in the top-right phase portrait in Fig.1.15, increases the membrane potential and shifts the state to the right, toward the threshold. Since the state of the system is still in the white area, it slowly converges back to the stable equilibrium. To cross the threshold manifold, the second pulse must arrive shortly after the first one. The reaction of a resonator to a pair of pulses is quite different. The first pulse initiates a damped subthreshold oscillation of the membrane potential, which looks like a spiral in the bottom-right phase portrait in Fig.1.15. The effect of the second pulse depends on its timing. If it arrives after the trajectory makes half a rotation, marked “2” in the figure, it cancels the effect of the first pulse. If it arrives after the trajectory makes a full rotation, marked “3” in the figure, it adds to the first pulse and either increases the amplitude of subthreshold oscillation or evokes a spike response. Thus, the response of the resonator neuron depends on the frequency content of the input, as in Fig.1.7.

Integrators and resonators constitute two major modes of activity of neurons. Most cortical pyramidal neurons, including the regular spiking (RS), intrinsically bursting (IB), and chattering (CH) types considered in Chap. 8, are integrators. So are thalamocortical neurons in the relay mode of firing, and neostriatal spiny projection neurons. Most cortical inhibitory interneurons, including the FS type, are resonators. So are brainstem mesencephalic V neurons and stellate neurons of the entorhinal cortex. Some cortical pyramidal neurons and low-threshold spiking (LTS) interneurons can be at the border of transition between integrator and resonator modes. Such a transition corre-
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Figure 1.16: Phase portrait of a system near a Bogdanov-Takens bifurcation that corresponds to the transition from integrator to resonator mode.

responds to another bifurcation, which has codimension-2, and hence it is less likely to be encountered experimentally. We consider this and other uncommon bifurcations in detail later. The phase portrait near the bifurcation is depicted in Fig.1.16, and it is a good exercise for the reader to explain why such a system has damped oscillations and postinhibitory responses, yet a well-defined threshold, all-or-none spikes, and possibly long latencies.

Of course, figures 1.15 and 1.16 cannot encompass all the richness of neuronal behavior, otherwise this book would be only 19 pages long (this book is actually quite short; most of the space is taken by figures, exercises, and solutions). Many aspects of neuronal dynamics depend on other bifurcations, e.g., those corresponding to appearance and disappearance of spiking limit cycles. These bifurcations describe the transitions from spiking to resting, and they are especially important when we consider bursting activity. In addition, we need to take into account the relative geometry of equilibria, limit cycles, and other relevant trajectories, and how they depend on the parameters of the system, such as maximal conductances, and activation time constants. We explore all these issues systematically in subsequent chapters.

In chapter 2 we review some of the most fundamental concepts of neuron electrophysiology, culminating with the Hodgkin-Huxley model. This chapter is aimed at mathematicians learning neuroscience. In chapters 3 and 4 we use one- and two-dimensional neuronal models, respectively, to review some of the most fundamental concepts of dynamical systems, such as equilibria, limit cycles, stability, attraction domain, nullclines, phase portrait, and bifurcation. The material in these chapters, aimed at biologists learning the language of dynamical systems, is presented with the emphasis on geometrical rather than mathematical intuition. In fact, the spirit of the entire book is to explain concepts by using pictures, not equations. Chapter 5 explores phase portraits of various conductance-based models and the relations between ionic currents and dynamic behavior. In Chapter 6 we use the $I_{Na+p}+I_K$-model to systematically introduce the geometric bifurcation theory. Chapter 7, probably the most important chapter of the book, applies the theory to explain many computational properties of neurons. In fact, all the material in the previous chapters is given so that the reader can understand this chapter. In chapter 8 we use a simple phenomenological
model to simulate many cortical, hippocampal, and thalamic neurons. This chapter contains probably the most comprehensive up-to-date review of various firing patterns exhibited by mammalian neurons. In chapter 9 we introduce the electrophysiological and topological classification of bursting dynamics, as well as some useful methods to study the bursters. Finally, the last and the most mathematically advanced chapter of the book, Chap. 10, deals with coupled neurons. There we show how the details of the spike generation mechanism of neurons affect neurons’ collective properties, such as synchronization.

1.2.5 Building Models (Revisited)

To have a good model of a neuron, it is not enough to put the right kind of currents together and tune the parameters so that the model can fire spikes. It is not even enough to reproduce the right input resistance, rheobase, and firing frequencies. The model has to reproduce all the neurocomputational features of the neuron, starting with the coexistence of resting and spiking states, spike latencies, subthreshold oscillations, and rebound spikes, among others.

A good way to start is to determine what kind of bifurcations the neuron under consideration undergoes and how the bifurcations depend on neuromodulators and pharmacological blockers. Instead of or in addition to measuring neuronal responses to get the kinetic parameters, we need to measure them to get the right bifurcation behavior. Only in this case we can be sure that the behavior of the model is equivalent to that of the neuron, even if we omitted a current or guessed some of the parameters incorrectly.

Implementation of this research program is still a pipe dream. The people who understand the mathematical aspects of neuron dynamics – those who see beyond conductances and currents – usually do not have the opportunity to do experiments. Conversely, those who study neurons in vitro or in vivo on a daily basis – those who see spiking, bursting, and oscillations; those who can manipulate the experimental setup to test practically any aspect of neuronal activity – do not usually see the value of studying phase portraits, bifurcations, and nonlinear dynamics in general. One of the goals of this book is to change this state and bring these two groups of people closer together.
Review of Important Concepts

- Neurons are dynamical systems.
- The resting state of neurons corresponds to a stable equilibrium; the tonic spiking state corresponds to a limit cycle attractor.
- Neurons are excitable because the equilibrium is near a bifurcation.
- There are many ionic mechanisms of spike generation, but only four generic bifurcations of equilibria.
- These bifurcations divide neurons into four categories: integrators or resonators, monostable or bistable.
- Analyses of phase portraits at bifurcations explain why some neurons have well-defined thresholds, all-or-none spikes, postinhibitory spikes, frequency preference, hysteresis, and so on, while others do not.
- These features, and not ionic currents per se, determine the neuronal responses, i.e., the kind of computations neurons do.
- A good neuronal model must reproduce not only electrophysiology but also the bifurcation dynamics of neurons.

Bibliographical Notes

Richard FitzHugh at the National Institutes of Health (NIH) pioneered the phase plane analysis of neuronal models with the view to understanding their neurocomputational properties. He was the first to analyze the Hodgkin-Huxley model (FitzHugh 1955; years before they received the Nobel Prize) and to prove that it has neither threshold nor all-or-none spikes. FitzHugh (1961) introduced the simplified model of excitability (see Fig.1.18) and showed that one can get the right kind of neuronal dynamics in models lacking conductances and currents. Nagumo et al. (1962) designed a corresponding tunnel diode circuit, so the model is called the FitzHugh-Nagumo oscillator. Chapter 8 deals with such simplified models. The history of the development of FitzHugh-Nagumo model is reviewed by Izhikevich and FitzHugh (2006).

FitzHugh’s research program was further developed by John Rinzel and G. Bard Ermentrout (see Fig.1.19 and Fig.1.20). In their 1989 seminal paper, Rinzel and Ermentrout revived Hodgkin’s classification of excitability and pointed out the connection between the behavior of neuronal models and the bifurcations they exhibit. (They also referred to the excitability as “type I” or “type II”). Unfortunately, many people treat
**Figure 1.17:** Richard FitzHugh in 1984.

**Figure 1.18:** Phase portrait and physiological state diagram of FitzHugh-Nagumo model $\dot{V} = V - V^3/3 - W + I, \dot{W} = 0.08(V + 0.7 - 0.8W)$. The meaning of curves and trajectories is explained in chapter 4. (Reproduced from Izhikevich and FitzHugh (2006) with permission.)
Figure 1.19: John Rinzel in 2004. Depicted on his T-shirt is the cover of the first issue of *Journal of Computational Neuroscience*, in which the Pinsky-Rinzel (1994) model appeared.

Figure 1.20: G. Bard Ermentrout (G. stands for George) with his parrot, Junior, in 1983.
the connection in a simpleminded fashion and incorrectly identify “type I = saddle-
node, type II = Hopf”. If only life were so simple!

The geometrical analysis of neuronal models was further developed by, among oth-
ers, Izhikevich (2000a), who stressed the integrator and resonator modes of operation
and made connections to other neurocomputational properties.

The neuroscience and mathematics parts of this book are standard, though many
connections are new. The literature sources are listed at the end of each chapter.
Among many outstanding books on computational neuroscience, the author especially
recommends *Spikes, Decisions, and Actions* by Wilson (1999), *Biophysics of Com-
putation* by Koch (1999), *Theoretical Neuroscience* by Dayan and Abbott (2001), and
*Foundations of Cellular Neurophysiology* by Johnston and Wu (1995). The present vol-
ume complements these excellent books in the sense that it is more ambitious, focused,
and thorough in dealing with neurons as dynamical systems. Though its views may
be biased by the author’s philosophy and taste, the payoffs in understanding neuronal
dynamics are immense, provided the reader has enough patience and perseverance to
follow the author’s line of thought.

The NEURON simulation environment is described by Hines (1989) and Carnevale
and Hines (2006) (http://www.neuron.yale.edu); the GENESIS environment, by
Bower and Beeman (1995) (http://www.genesis-sim.org); the XPP environment,
by Ermentrout (2002). The author of this book uses MATLAB, which has become a
standard computational tool in science and engineering. MATLAB is the registered